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Abstract. This paper presents a thorough analysis of the AEAD scheme
NORX, focussing on differential and rotational properties. We first in-
troduce mathematical models that describe differential propagation with
respect to the non-linear operation of NORX. Afterwards, we adapt a
framework previously proposed for ARX designs allowing us to automa-
tise the search for differentials and characteristics. We give upper bounds
on the differential probability for a small number of steps of the NORX
core permutation. For example, in a scenario where an attacker can only
modify the nonce during initialisation, we show that characteristics have
probabilities of less than 275¢ (32-bit) and 27° (64-bit) after only one
round. Furthermore, we describe how we found the best characteristics
for four rounds, which have probabilities of 2758 (32-bit) and 275%¢ (64-
bit), respectively. Finally, we discuss some rotational properties of the
core permutation which yield some first, rough bounds and can be used
as a basis for future studies.
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1 Introduction

NORX [4] is a new scheme for authenticated encryption with associated data
(AEAD) and was recently submitted to CAESAR [1]. NORX is based on well-
known building blocks but refines those components to provide certain desirable
features. Its layout is a modified version of the monkeyDuplex construction [9],
which allows to process data in parallel. The duplex construction is an alteration
of sponge functions [10], which were introduced alongside KECCAK [12]. The core
permutation F of NORX is derived from ChaCha [6] and BLAKE?2 [5], which are
parade examples for ARX primitives, i.e. cryptographic functions based solely on
integer addition mod 2", bit rotations and XOR. However, the permutation F



is a so-called LRX* construction, because integer addition, which can be written
asa+b=(a®b)+ ((anb) < 1) [21], is replaced by the approximation (a &b) @
((a ANb) < 1), a purely logic-based operation. The aim is to increase hardware
friendliness and simplify cryptanalysis. Despite its famous predecessors, that
have already resisted extensive analysis [3,19,25] and are deemed secure, this new
permutation F still lacks in-depth analysis and its security level is yet unclear.

Differential cryptanalysis [13] is one of the most powerful and versatile at-
tack techniques usable against symmetric primitives and belongs to the standard
repertoire of every cryptanalyst. Therefore, it is not surprising that every new
symmetric primitive is examined upon its resistance against differential attacks.
Usually, it is much easier to establish bounds for strongly aligned ciphers, like
AES [16], than for weakly aligned ones [8]. NORX rather belongs to the latter
category and, despite some successful inroads into deriving bounds for weakly
aligned ciphers [15,17], it is not obvious how to establish such bounds in the
general case. Hence, in the first part of the paper, we investigate differential
propagation in F and, based on that, introduce NODE [2], the NORX Differ-
ential Search Engine, a framework providing a way to search for differentials
and characteristics in an automated way. Our approach is guided by the work
of Mouha and Preneel [24], where a search framework was introduced for the
ARX cipher Salsa20 [7]. Their framework constructs a description of the differ-
ential propagation behaviour of Salsa20, using well-known differential properties
of integer addition [22]. The description is formulated in the CVC language,
the standard input language of the constraint solver STP [18], which supports
operations on bit vectors (like bitwise XOR, AND, modular addition, etc.) and
therefore allows a straightforward modelling of the differential search problem.
The resulting description has a simple shape, which facilitates cryptanalysis.

However, in order to use such a framework for NORX, some adjustments are
necessary: The permutation F of NORX is not based on integer addition, and
hence we can not rely upon already known results on the differential properties
of the latter [22]. Therefore, we start with the mathematical modelling of differ-
ential propagation with respect to the non-linear operation (a®b) @ ((a/\b) < 1)
of NORX. All of our claims are supported by rigorous proofs. Then, we use these
results to show how to adapt the search framework to the NORX permutation,
which requires some more modifications, since the original framework [24] was
developed for Salsa20, whereas F is based on ChaCha [6]. Finally, we present the
results from our extensive empirical analysis of FE.

The second part of this paper is dedicated to the rotational cryptanalysis [20]
of the core permutation F. Rotational cryptanalysis is another important aspect
for the security evaluation of ARX/LRX-based primitives. We present some basic
rotational properties of F and based on that derive bounds for a few simple
rotational attacks.

4 This is not an official term. We introduce it to easily distinguish between ARX- and
purely logic-based primitives. Terminology-wise it is not entirely correct, though, as
integer addition can be obviously modelled by bitwise logical operations as well.



Outline. The paper is structured as follows. Section 2 introduces notation and
recalls the basic layout of NORX, with a focus on its core permutation F?, as it is
the main target of our cryptanalysis efforts. Sections 3 and 4 present differential
and rotational cryptanalysis of NORX and Section 5 concludes the paper.

2 Preliminaries

2.1 Notation

Hexadecimal numbers are denoted in typewriter, e.g. ¢9 = 201. A word is either
a 32-bit or 64-bit string, depending on the context. Parsing of data streams (as
byte arrays) to word arrays is done in little-endian order. The concatenation of
strings « and y is denoted by « || y. The length of a bit string z is written as
|z|, and its Hamming weight as hw(x). We use the standard notation -, A, V
and & for bitwise NOT, AND, OR and XOR, z < n and = > n for left- and
right-shift, and x << n and = >> n for left- and right-rotation of = by n bits.

2.2 Core Components of NORX

The NORX family of AEAD schemes is based on the monkeyDuplex construc-
tion [9,11] and parametrised by a word size W € {32,64}, a round number
1 < R < 63, a parallelism degree 0 < D < 255 and a tag size |A] < 10W. The
meaning of the parameters is basically self-explanatory, for more details see [4].

The state S of NORX consists of sixteen words sg,...,s15 each of size W
bits, which are arranged in a 4 x 4 matrix. Thus, the state has a size of 512 bits
for W = 32 and a size of 1024 bits for W = 64. Due to the duplex construction,

the words of the state are divided into two types: sq,...,sg are called the rate
words and sqq, . . ., s15 are called the capacity words®. The rate words are used for
data processing, whereas the capacity words remain untouched and ensure the
security of the scheme. S is initialised by loading a nonce ng, n1, a key kg, ..., k3
and constants ug, ..., ug in the following way:
S0 S1 S2 S3 Up Mo N1 UL
S4 S5 S S ko k1 ko k
5 Se6 S7 0 3
88 S9 S10 S11 U2 U3 Ugq Us
812 813 S14 S15 U U7 U U

More information on the constants can be found in [4]. This initial state is
transformed by F2®, where F is the round function, interleaved with the injection
of parameter and domain separation constants, before data processing starts,
which uses F¥. Concrete instances of NORX, as given in [4], use R € {4,6}. The
round function F of NORX is composed of a column step

G(50754»387312) G(81785,597813) G(82,86,810,314) G(S3787,S11,815)

® These are also respectively known as the outer and inner part of the state [10,9].



followed by a diagonal step
G(s0, 55, 510, 515) G(51, S6, 511, 512) G(S2, 57, 58, 513) G(83, 54, 59, S14)

The function G transforms four words a, b, ¢, and d by doing

1: a+— (a®b)® ((aAb) < 1) 5: a+— (a®b) @ ((and) < 1)
2: d<—(a®d)>rg 6: d<«— (a®d)>>ry
3: c+—(cad)d ((cnd) < 1) 7: cv— (cad)® ((cnd) < 1)
4: b+— (bdc)>n 8: b+— (b@c)>r;

where rotation offsets (rg, 71,72, r3) have the values (8,11, 16, 31) for 32-bit and
(8,19,40,63) for 64-bit.

Since our analysis focusses on the core permutation F, we do not go into
the details of NORX’s mode of operation. For more information on these topics,
we refer to the official specification [4].

2.3 Weak States

The NORX specification [4] contains a discussion about the all-zero state, which
is mapped to itself by F? for any R > 0, and why it is no problem for the security
of the scheme. However, due to the layout of F, there is another class of weak
states. These are of the form

wwww
r T TrT

Yyyyy
Zzzz

with w, z, y, and 2z being arbitrary W-bit sized words. The column-pattern is
preserved by FF for an arbitrary value of R > 0. The ability to hit such a state
purposely, is equivalent to the ability of reconstructing the key and therefore
breaking the entire scheme. While there are quite many of these states, namely
24W " their number is still negligible compared to the total number of 216W
states. Thus, the probability to hit such a state is 2712, which translates to
probabilities of 2738 (W = 32) and 277 (W = 64). Additionally, this attack
does not take into account the extra protection provided through the duplex
construction, the asymmetric constants used during initialisation, or the domain
separation constants which are integrated into the state before each application
of FE. All of the above features should impede the exploitation of these states.

3 Differential Cryptanalysis

This section is dedicated to the differential cryptanalysis of NORX. First, we
introduce the required mathematical models to describe differential propagation
in F of NORX. Then we describe how to construct the search framework and
finally apply it to NORX and present our results.



3.1 Mathematical Models

Let n denote the word size, let x and y denote bit strings of size n and let «,
B and vy denote differences of size n. We identify by «;, 8;, vi, x; and y; the
individual bits of «a, 3, v, x and y, with 0 <7 <n — 1.

Definition 1. The non-linear operation H of NORX is the vector Boolean func-
tion defined by

H:F" — T3, (z,y) — (@y) @ (zAy) < 1)

Definition 2. Let f : F3" — F% be a vector Boolean function and let o, B and
v be n-bit sized XOR-differences. We call (o, ) — v a (XOR-)differential of f

if there exist n-bit strings x and y such that the following equation holds:
f@dayep)=flr,y) &y

Otherwise, if no such n-bit strings x and y exist, we call (o, ) — v an impos-
sible (XOR-)differential of f.

Plugging the non-linear operation H of NORX from Definition 1 into the
formula of Definition 2, we see that an XOR-differential («, ) — 7 of H fulfils
aofey=((zAB)d(Yra)d(anp) <1 (1)
for n-bit strings « and y. Rewriting the above formula on bit level we get
0=0ao® Bo®
0=(i®Bi @) ®(vic1 ABi—1) ® (ic1 ABic1) @ (Yic1 A1), >0

Lemma 3 is an important step towards expressing differential propagation
in NORX and is the analogue to Theorem 1 for integer addition from [22]. The
lemma eliminates the dependence of Equation 1 on the bit strings  and y and
therefore allows us to check in a constant amount of word operations if a given
tuple (o, 8,7) of differences is an (impossible) XOR~differential of H.

Lemma 3. For each XOR-differential (o, 8) — 7 of the non-linear operation
H of NORX the following equation is satisfied:

(@spBey)A(=(lavp)<1))=0 ()
Proof. See Appendix A.

Obviously, a tuple of differences («, 8,7) not satisfying Lemma 3 is an im-
possible XOR-differential of H.

Definition 4. Let f be a vector Boolean function and let 6 be an XOR-differential
in terms of Definition 2. The probability xdp” of § is defined as

xdp? (0) = {z,y €FS : fz Do,y @ B) & f(z,y) vy =0} - 272"

The value xdpf (6) is also called the XOR-differential probability of §. Moreover,
for xdp” (8) = 27" we call w the XOR-(differential) weight of d.



The differential probability of an impossible differential is always 0 by pre-
requisite, as {z,y € FY : f(z @ o,y ® B) @ f(x,y) &~ = 0} is then the empty
set, see Definition 2. To compute the probability of a differential with respect to
the non-linear operation H of NORX, we can use the following lemma.

Lemma 5. Let 6 be a XOR-differential with respect to the non-linear operation
H of NORX. Its differential probability is then given by

Xde (5) _ 2—hw((a\/ﬁ)<<1)
Proof. See Appendix A.

Instead of looking at XOR-differences one could alternatively also analyse
f-differentials, which is done in the following.

Definition 6. Let f : F2" — F% be a vector Boolean function and let o, B and
~ be differences with respect to f. We call (o, 8) — ~ an f-differential of XOR

if there exist n-bit strings x and y such that the following equation holds:

flz,0) @ f(y,B8) = flx®y,7)
Otherwise, if no such n-bit strings x and y exist, we call (a, §) — v an impos-
sible f-differential of XOR.

Plugging the non-linear operation H of NORX into the formula of Definition 6
we obtain the following equation

adpfoy=(zA(edy)®YA(BB7)) <1 (3)
which can be expressed on bit level as
0=ao® Bo® 0
0= (a; ®Bi ®vi) D (wim1 A (i1 DYie1)) © (i1 A (Bic1 @ ¥i-1)), >0

Lemma 7. LetH denote the non-linear operation of NORX. For each H-differential
in terms of Definition 6 the following equation is satisfied:

(@@BoNACy<Dela<) A<D (y<1)=0 (4
Proof. See Appendix A.

Definition 8. Let f be a vector Boolean function and 6 be an f-differential in
terms of Definition 6. The probability fdp® of & is defined as

fdp®(8) = {z,y €FY : f(z,0) & f(y,8) & fx @y, 7) =0} - 272"

We call fdp®(8) the f-differential probability of 6. Moreover, for fdp®(§) = 2=%
we call w the f-(differential) weight of ¢.

Lemma 9. Let H denote the non-linear operation of NORX and let § be an
H-differential in terms of Definition 6. Its probability is then given by

HdpGB((S) — 2—hW(((0‘@7)V(5@7))<<1)
Proof. See Appendix A.

While we exclusively consider XOR-differentials and -characteristics in the
rest of the paper, f-differentials might be of interest for future investigations.



3.2 NODE — The NORX Differential Search Engine

Now that we have introduced the mathematical model, we describe in this part
the framework NODE for the search of differential characteristics of a predefined
weight. Our tool is freely available at [2] under a public domain-like license. We
focus here on XOR-differentials, as introduced in Definition 2, i.e. differences are
computed with respect to XOR and for the vector Boolean function we use the
non-linear operation H of NORX. If we speak in the following of differentials we
always refer to the above type. Below we show the general approach, and refer
to Appendix B for the CVC code.

For modelling the differential propagation through a sequence of operations,
we use a technique well known from algebraic cryptanalysis: For every output
of an operation a new set of variables is introduced. These output variables are
then modelled as a function of its input variables. Moreover, the former are used
as input to the next operation. This is repeated until all required operations have
been integrated into the problem description. Before we show how the differential
propagation in FF is modelled concretely, we introduce the required variables.

Let s denote the number of (column and diagonal) steps to be analysed and
let 0 <i<15and 0 < j < 2(s—1). For example, if we analyse F?, we have s = 4.
Let z;, y; ; and z; be W-bit sized variables, which model the input, internal and
output XOR differences of a differential characteristic. Recall that W € {32, 64}
denotes the word size of NORX. Moreover, let w;, with 0 < k < s — 1, be
W-bit sized helper variables which are used for differential weight computations
or equivalently to determine the probability of a differential characteristic. We
assume that the probability of a differential characteristic is the sum of weights of
each non-linear operation H. Furthermore, let d denote a W-bit sized variable,
which fixes the total weight of the characteristic we plan to search for. The
description of the search problem is generated through the following steps:

1. Every time the function G applies the non-linear operation H we add two
expressions to our description:

(a) Append the equation 0 = (a® LD y) A (~((aV ) < 1)) from Lemma 3,
with a, 8 and vy each substituted by one of the variables z;, y; ; or z;.
This ensures that only non-impossible characteristics are considered.

(b) Add the expression w;; = (aV ) < 1 from Lemma 5, with « and
B substituted by the same variables z;, y; ; or z as in step (a). This
expression keeps track of the weight of the characteristic.

2. Every time the function G applies a rotation we apply the same rotation
to the corresponding XOR difference, i.e. we add v = (a & ) >> r to the
problem description, with «, 8 and 7 substituted appropriately. Note that
the rotation is a linear operation and thus does not change the differential
probability.

3. Add an expression corresponding to the following equation:

s—1 15

d= Z Z hw (w; &) (5)

k=0 1i=0



This equation ensures that indeed a characteristic of weight d is found. De-
pending on the technique how Hamming weights are computed, additional
variables might be necessary. Refer to Appendix B for one possible imple-
mentation to compute Hamming weights in the CVC language.

4. Set the variable d to the target differential weight and append it to the
problem description.

5. Exclude the trivial characteristic mapping an all-zero input difference to an
all-zero output difference. To do so, it is sufficient to exclude the all-zero
input difference. Therefore, append an expression equivalent to —|((x0 =
0) A ... A (215 = 0)) to the CVC description.

After the generation of the problem description is finished, it can be used to
search for differential characteristics using STP. Alternatively, STP allows to con-
vert the representation of the problem to SMT-LIB2 or CNF, enabling searches
with other SMT or SAT solvers, like Boolector [14] or CryptoMiniSat [23].

3.3 Applications of NODE

In this part we describe the application of the search framework to the permu-
tation F® of NORX. Depending on the concrete attack model, there are different
ways an attacker could inject differences into the NORX state. During initialisa-
tion an adversary is allowed to modify either the nonce words s; and sg (inity)
or nonce and key words s1, $2,84,...,7 (inity k). During data processing an
attacker can inject differences into the words of the rate sq,...,s9 (rate). Last
but not least, we also investigate the case where an attacker can manipulate
the whole state sq, ..., s15 (full). While an attacker is not able to influence the
entire state at any point directly due to the duplex construction, the full sce-
nario is nevertheless useful to estimate the general strength of F¥, because all of
the other settings described above are special cases of the latter. Additionally, it
could be useful for the chaining of characteristics: For example, an attacker could
start with a search in the data processing part (i.e. under the rate setting) over a
couple of steps, say F', and continue afterwards with a second search, starting
from the full state for another couple of steps, say F72, so that differentials from
the second search connect to those from the first, resulting in differentials for
FiitFz2  We will explore this Divide&Conquer strategy in more detail below.

For the rest of the paper, we denote a differential characteristic as a tuple
of differences (dy,...,d,), where g is the input difference and 9, is the output
difference. The values §; for 0 < i < n are called internal differences. The weight
of the probability that difference §; is transformed into difference §;41 by the
r;-fold iteration of F is denoted by w; for 0 < i < mn — 1. Recall, that we assume
that the probability of the entire characteristic is equal to the multiplication of
probabilities of the partial characteristics, and thus we have w = Z::Ol w; for
the total weight of the characteristic. The notation FF+9-5 describes that we do
R full rounds followed by one more column step, e.g. F'® corresponds to one full
round plus one additional column step.



Experimental Verification of the Search Framework. The goal of the
experimental verification is to show that the framework indeed does what it is
supposed to do, namely find differentials of a predetermined weight w in FZ.
Therefore, we generated differentials for F1-5 (full) and verified them against a C
reference implementation of F!>. Under these prerequisites our framework found
the first differentials at a weight of 12, for both W = 32 and W = 64, which
thus should have a probability of about 27'2. To get a better coverage of our
verification test, we did not use only differentials of that particular weight, but
generated random differentials of weights w € {12,...,18}, which are listed in
Appendix C.1 for both 32- and 64-bit. Then we applied them to the C imple-
mentation of F'5 for 2¥*16 pairs of randomly chosen input states having the
input difference of the characteristic. In each case, we checked if the output
difference had the predicted pattern. The number of pairs adhering the char-
acteristic should be around 2!6. The results are illustrated in the first table of
Appendix C.1 and show that the search framework indeed finds characteristics
with the expected properties.

Lower Bounds for Differential Weights of F®. We made an extensive
analysis on the weight bounds of differential paths in F%, where we investigated
1 < s < 4 steps for our four different scenarios inity, inity g, rate and full. We
tried to find the lowest weights where differentials appear for the first time. These
cases are listed in Table 1 as entries without brackets. For example, in case of
NORX32 under the setting full, there are no differentials in F''> with a weight
smaller than 12. Entries in brackets are the maximal weights we were capable
of examining without finding any differentials. Due to memory constraints, our
methods failed for differential weights higher than those presented in Table 1.
For example, our search routine did not find any characteristics of weight smaller
than 40 (i.e. of probability higher than 2740) for the scenario F!:5, inity x and
W = 32. The required amount of RAM, to execute this check, was approximately
49 GiB (using CryptoMiniSat with 16 threads) with a running time of 8 hours.

Table 1. Lower bounds for differential trail weights

NORX32 NORX64
inity inity x rate full inity inity, x rate full
Fo-5 6 2 2 0 6 2 2 0
F1-0 (60) 22 10 2 (53) 22 12 2
F1-5  (60) (40) (31) 12 (53) (35) (27) 12
F2:0  (61) (45) (34) (27) (51) (37) (30) (23)

The security of NORX depends heavily on the security of the initialisation,
which transforms the initial state by F2%. As inity is the most realistic attack
scenario, we conducted a search over all possible 1- and 2-bit differences in the
nonce words. Our search revealed that the best characteristics have weights of
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67 (32-bit) and 76 (64-bit) under those prerequisites. Obviously, these weights
are not too far away from the computationally verified values of 60 (32-bit) and
53 (64-bit) from Table 1, showing that the bounds for F (inity) are quite tight.

Extrapolating the above results to F® (i.e. R = 4), we get lower weights
of 61 + 3 -27 = 142 (inityy) or 45 + 3 - 27 = 126 (inity, k) for NORX32 and
51 + 323 = 132 (inity) or 37 + 3 - 23 = 106 (inity, k) for NORX64. However,
these are only loose bounds and we expect the real ones to be considerably higher.

Search for Differential Characteristics in F4. This part shows how we con-
structed differential characteristics in F4 under the setting full for both versions
of the permutation, i.e. 32- and 64-bit. Unsurprisingly, a direct approach to find
such characteristics turned out to be infeasible, hence we decomposed the search
into multiple parts and constructed the entire path step by step.

At first we made searches that only stretched over R < 2 rounds. After tens
of thousands of iterations using many different search parameter combinations
we found differentials having internal differences of Hamming weight 1 and 2
after one application of F. We also used a probability-1 differential in G, which
is listed as the first entry in the table of Appendix C.2, as a starting place. We
expanded all those characteristics for both word sizes, in forward and backward
direction one column or diagonal step at a time, until their paths stretched the
entire 4 rounds. The best differential paths we found this way have weights of
584 (32-bit) and 836 (64-bit), respectively. Both are depicted in Appendix C.3.

Iterative Differentials. We also performed extensive searches for iterative
differentials in F for the setting full. Using our framework, we could show that
there are no such differentials up to a weight of 29 (32-bit) and 27 (64-bit), before
our methods failed due to computational constraints. Extrapolating these results
to F® and F!'2, i.e. the number of initialisation rounds for R = 4 and R = 6, we
get lower weight bounds of 232 and 348, for 32-bit, or of 216 and 324 for 64-
bit. The best iterative differentials we could find for F, have weights of 512
(32-bit) and 843 (64-bit) and are depicted in Appendix C.4. These weights are
obviously much higher than our guaranteed lower bounds, and hence we expect
that the latter are much better compared to the values we were able to verify
computationally.

Differentials with Equal Columns. The class of weak states from Section 2.3
can be obviously transformed into XOR-differentials having four equal columns.
The best differentials we could find for one round F have weight 44 for both
32-bit and 64-bit. They exploit an already well known probability-1 differential
in G, see Appendix C.2. The 64-bit variant was also used in the construction
of the characteristics with weight 836 in F* above. Concrete representations of
these differentials can be found in Appendix C.5.
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3.4 Further Applications

The techniques presented in this section are obviously not restricted to NORX
only. In principle, every function based on integer addition, as shown for Salsa20
in [24], and/or bitwise logical operations, like OR, NAND, NOR and so on, can
be analysed just as easily. For LRX ciphers, all one has to do is rewrite their
non-linear operations in terms of bitwise logical AND, which then allows to reuse
the results from above.

4 Rotational Cryptanalysis

Definition 10. Let f be a vector Boolean function f : F3" — F% and let x, y
be n-bit strings. We call (x,y) a rotational pair with respect to f if the following
equation holds:

flay)>r=flx>ry>r)

Lemma 11. Let H be the non-linear function of NORX, and let x, y be n-bit
strings. The probability of (x,y) being a rotational pair is:

9
Pr(H(z,y) > r=H@>>ry>>r)) = 6 (0 270:83)

Proof. See Appendix D.

Now we can use Lemma 11 and Theorem 1 from [20] (under the assumption
that the latter holds for H, too) to compute the probability of Pr(F?(S) >> r =
FE(S >> 7)) for a state S and a number of rounds R. It is given by:

Pr(FE(S) > r = FR(S > r) = (9/16)4*2* R
Table 2 summarizes the (rounded) weights (i.e. the negative logarithms of the

probabilities) for different values of R, which are relevant for NORX.

Table 2. Weights for rotational distinguishers of FF

R 4 6 8 12
w 106 159 212 318

As a consequence, the permutation F* on a 16 state is indistinguishable
from a random permutation for R > 20 if W = 32 and for R > 39 if W = 64
with probabilities of Pr < 27531 and Pr < 271935 respectively.

Definition 12. Let f be a vector Boolean function f : F3" — F% and let z, y
be n-bit strings. We call (z,y) a rotational fixed point with respect to f if the
following equation holds:

fla,y) > r = f(z,y)
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Lemma 13. Let f be a vector Boolean function f : F3" — F2, (z,y) —
f(z,y), which is a permutation on FY, if either x or y is fized. The probability
that (x,y) is a rotational fized point is:

Pr(f(z,y) >>r = f(z,y)) = 2~ (n—scdn)
Proof. See Appendix D.

A direct consequence of Lemma 13 is that for n even and r = n/2 the
probability that (z,y) is a rotational fixed point is 2-"/2 The rotation r =
n/2, which swaps the two halves of a bit string, is especially interesting for
cryptanalysis as it results in the highest probability among all 0 < r < n.

The non-linear function H of NORX obviously satisfies the requirement of
being a permutation on F3, when one of its inputs is fixed. Therefore we get
probabilities of 2716 (32-bit, r = 16) and 2732 (64-bit, r = 32), that (z,y) is a
rotational fixed point of H.

5 Conclusion

In this paper, we provide an extensive analysis of the differential and rotational
properties of NORX’s core permutation F? and derive some first bounds for
attacks on the complete scheme. We introduce the mathematical models required
to describe XOR- and H-differentials with respect to F. All mathematical claims
are verified by rigorous proofs. Moreover, we present NODE, a framework, which
allows to automatise the search for XOR-differentials and -characteristics. We
show the results of our extensive experiments and can conclude that there is a
large gap between those differential bounds that are computationally verifiable
and the weights of the best differentials that we were able to find. In particular,
when considering initialisation with F®, the verifiable but extrapolated weight
bounds have values of 126 (NORX32) and 106 (NORX64) for an attacker in the
related key model. On the other hand, the best differentials for F4 have weights
of 584 (32-bit) and 836 (64-bit). Thus, initialisation with F® (R = 4) and F'2
(R = 6) seems to have a high security margin against differential attacks.

For rotational cryptanalysis, we are able to derive lower weight bounds of 212
and 318 for distinguishers on F® and F'? using a mix of new and already known
results. We stress that these distinguishers only hold for the bare permutation.
They do not take into account the additional protection provided by the duplex
construction of NORX or the asymmetric constants used during initialisation.

Acknowledgements. The authors would like to thank the anonymous review-
ers for their comprehensive commentaries which helped to improve the quality
of this paper.
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A Addenda to Differential Cryptanalysis

Proof of Lemma 3. On bit level Equation 2 has the form

0=0ao®Bod v
0=(; ®Bi ®Vi) AN (i1 D) A (Bici @1), i>0

Obviously, the least significant bits (i.e. ¢ = 0) are identical for Equations 1
and 2. For i > 0let t = (a; ® B; ® ;) @ (j—1 A Bi—1). If t = 0 then Equation 1
has always the solution z;_; = y;—1 = 0. Otherwise, if ¢t = 1, Equation 1 is only
solvable if a;_1 = 1 or ;_1 = 1, and these are exactly the cases captured in
Equation 2.

Proof of Lemma 5. Without loss of generality we assume that o # 0 or 5 # 0.
Looking at Equation 1, we see that the term (a @ 8 @ ) has no effect on the
probability of the differential §, since it does not depend on either = or y. It has
therefore probability 1.

Analysing the bit level representation of Equation 1, we observe that the
term (z;—1 A aj—1) ® (yi—1 A Bic1) © (-1 A Bi—1) is balanced (i.e., is 1 with
probability 1/2) if a;—1 = 1 or B;—1 = 1. Therefore, under the assumption of
independence of a; and f;, the overall probability of § can be computed by
counting the number of 1s in the first n — 1 bits of a V 3 or, equivalently, of
(a V B) < 1, which proves the lemma.

Proof of Lemma 7. It is easy to see that the least significant bits (i.e. i = 0)
of Equations 3 and 4 are the same. Therefore, we will consider them no longer.
Looking at the bit level representation of Equation 3 (for ¢ > 0) we consider two
cases:

— a; B B; &; = 0: Here, Equation 3 has always the solution z;_1 = y;_1 = 0.

— a; B B; & y; = 1: In this case, the bit level representation of Equation 3 is
only solvable if either ;1 # ;1 or B;_1 # ;1. Furthermore, the bit level
representation of Equation 4 is given by

(i ®Bi @) AN(ic1 ®Yic1 DY) A (Bic1 @19 1) =0, 1>0

It is evident that the latter equation only holds if (a; ® 8; ® ;) =0, a;—1 #
Yi—1, Or B;_1 # 7vi—1. As seen above, these are the very same conditions that
define a H-differential.


http://www.msoos.org/cryptominisat2
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Proof of Lemma 9. The claim can be proven analogously to Lemma 5. It
follows from the fact that in the bit level representation of Equation 3 the ex-
pression

(i1 A (i1 ®7i—1)) @ (Yim1 A (Biz1 @ vie1))
is balanced if o;i—1 D Yi—1 = 1 or ﬂi—l D Yi—1 = 1.

B CVC Code

Below we show exemplarily for NORX64 how to translate the differential search
operations to the CVC language. Variables have the datatype BITVECTOR (W),
where W = 64 is the wordsize.

0=(a@B®v)AN(~((aVB) < 1))  ASSERT(0 = BVXOR(BVXOR(a,),7) & (~(((a | B)<1)[63:01)));

w=(aVp) Kl ASSERT(w = (((ar | B)<1)[63:01));

vy=(a®B)>8 ASSERT(y = (BVXOR(a,)>>8) | ((BVXOR(«, 8) <56)[63:01));

Computation of hw(w) using helper variables ho, ..., hs, where hw(w) = hs:
ASSERT(m; = 0x5555555555555555) ; ASSERT(ho = BVPLUS(64, (w & m1), (((w>1)[63:01) & m1)));
ASSERT(m = 0x3333333333333333) ; ASSERT(h1 = BVPLUS(64, (ho & m2), (((ho>2)[63:01) & m2)));
ASSERT (4 = 0x0fOfO0f0f0f0f0f0f); ASSERT (hy = BVPLUS(64, (h1 & ma), (((h1>>4)[63:01) & m4)));
ASSERT (g = 0x00ff00ff00ff00£ff) ; ASSERT (hs = BVPLUS(64, (ha & ms), (((h2>8)[63:0]) & ms)));
ASSERT (mys = 0x0000££££0000££1£) ; ASSERT(hs = BVPLUS(64, (hs & mis), (((hs>16)[63:0]) & mis)));
ASSERT (3> = 0x00000000£££££E1£) ; ASSERT(hs = BVPLUS (64, (ha & ma2), (((ha>32)[63:01) & ma2)));

C Selected Differentials

C.1 Experimental Verification of NODE

The first table shows the results from our verification of NODE, see Section 3.3.
Notation is used as follows. w,: expected weight, #S: number of samples, v,:
expected value of input/output pairs adhering the differential, v,,: measured
value of input/output pairs adhering the differential, w,,: measured weight. After
that we list the differentials in 32- and 64-bit F'-5 that we used to perform the
verification.

NORX32 NORX64

we #S Ve Um  Um — Ve Wm Um  Um — Ve Wm

12 228 65536 65652 +116 11.997 65627 491 11.997
13 229 65536 65788 +252 12.994 65584 448 12.998
14 20 65536 65170 —366 14.008 65476 —60 14.001
15 23! 65536 65441 —95 15.002 65515 —21  15.000
16 2°2 65536 65683 +147 15.996 65563 427 15.999
17 232 65536 65296 —240 17.005 65608 472 16.998
18 2%* 65536 65389 —147 18.003 65565 +29 17.999
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do

01

00000000
00000000
00000000
00000000

00000400
80000400
80000000
80000000

80000080
80000080
80808080
80800000

80000000
00000000
80000000
80000080

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

80001000
21012100
10808080
10008080

12

80000000
00000000
80000000
80000080

00000000
00000000
00000000
00000000

00000400
80000400
80000000
80000000

80000180
80000080
80808080
80800000

80001000
21012100
10808080
10008080

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

13

80000080
80000180
80808080
80800000

80000000
00000000
80000000
80000080

00000000
00000000
00000000
00000000

00000400
80000400
80000000
80000000

00000000
00000000
00000000
00000000

80001000
21012100
10808080
10008080

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

14

00000400
80000400
80000000
80000000

80000000
80000000
80018000
00800000

00000400
00000000
00000400
00040400

40100000
00100200
00000000
40000600

00100000
00200021
80000010
00000010

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

15

00000400
80000400
80000000
80000000

80000080
80000080
81808080
80800000

80000000
00000000
80000000
80000080

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

80003000
63016100
31808080
30008080

00000000
00000000
00000000
00000000

16

00000000
00000000
00000000
00000000

00000400
80000400
80000000
80000000

80000080
80000080
80838780
80800000

80000000
00000000
80000000
80000080

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

80001000
21012100
10808080
10008080
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00000400
80000400
80000000
80000000

00000000
00000000
00000000
00000000

80000000
00000000
80000000
80000080

€0000200
00000200
00000000
0000000

00100000
00200021
80000010
00000010

00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000

00606001
€24242C0
61010160

18

60010160

000000

50000080

000000

50000080

000000

50000080

8000001000000000 00000C

000000

2100002001010000 00000C

10801

000000

50 00000

000000

000000

50000000

1000¢

50 00000

000000

12

400000

00001

0000001

140000

140000

4040000

13

800000

2100002001010000

1

0000000000000000

1

8000001

140000

1010000

15

140000 4000001

140000

00001

0000001

140000

140000

14040000

16

40000

000007

40000

1010000

180

17

40000

40000 400000F!

00001

40000

0000001000020000

40000

040000

18




C.2 Probability-1 Differentials in G
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Using NODE we could show that there are exactly 3 probability-1 differentials
in both versions (32- and 64-bit) of G.

Differences Differences
S 80000000 80000000 80000000 00000000 S 8000000000000000 8000000000000000 §000000000000000 0000000000000000
&1 00000000 00000001 80000000 00000000 &1 0000000000000000 0000000000000001 8000000000000000 0000000000000000
S0 80000000 00000000 80000000 80000080 S0 8000000000000000 0000000000000000 8000000000000000 8000000000000080
&1 80000000 00000000 00000000 00000000 &1 8000000000000000 0000000000000000 0000000000000000 0000000000000000
&0 00000000 80000000 00000000 80000080 8 0000000000000000 8000000000000000 0000000000000000 8000000000000080
&1 80000000 00000001 80000000 00000000 &1 8000000000000000 0000000000000001 8000000000000000 0000000000000000

C.3 Best Differential Characteristics for F*

The following two tables show the best differential characteristics in F* that
we were capable to find with NODE. The values §p and d4 are in- and output
difference, respectively, and 61, do2, and d3 are internal differences. The differences
are listed after a single application of F, respectively, and the values w;, with
i € {0,...,3}, are the corresponding differential weights.

do wo 01 w1
80140100 90024294 84246020 92800154 40100000 00000400 80000000 00000400
¢4548300 52240214 0202424 40004054 | 00100200 80000400 80000000 00000000
4464046 00208480 c1008108 90443134 00000000 80000000 80008000 00000400
6200684 e2eacd80 a4848881 06915342 40000200 80000000 00800000 00040400
52 w2 (53 ws
00000000 00000000 00000000 00000000 04042425 00100002 00020000 02100000
00000000 00000000 00000000 00000000 04200401 42024200 20042024 20042004
00000000 80000000 00000000 00000000 10001002 80000200 25250504 10021010
00000000 00000000 00000000 00000000 10020010 00001002 00000210 04252504
04
4001963 804da817 0cO5b60e 12220503
9072909 185b792a cc0d56cd 7e0ac646 .
total weight: 584
80116300 100c2800 8£003320 3b270222
01056104 88000041 92002824 04210001
do wo 01 wy
00900824010288c5 4000443880011086 224012044220ac43 €004044484049520 00( D0000000 )00 0000001000020080
4080882001010885 4600841880821086 a3c0721444632c43 c224440007849504 349 00( 40000 )0000000 40000 8000001000020080 97
S48 7
811 )b0484 8400 D00 8004449040c14400 8102101840908a80 0000000000000000 8000008000000000 c000004000040000 4000808000020080
6191548c08000581 0200004006038044 8104£01c8702c0e0 60605084938886e3 0000000000010080 0000800000000000 8000400004040000 80808000020000c0
02 wa 03 w3
1000000 000 0 0000000000000000 0000 0000 10000000 00001 00 00002¢ 1
)000000 000C )0 0000000000000000 0000000000000000 12 4200404002020040 0000000000000000 0000000000000000 0000200000000021 8
10 2100000001010020 C 00000(
) 0000000¢ 0000010 1010020 000000
04
321a4500060e4e2e 27404405026e500 7200208 8c40£4a08840820
71540fb858cb9902 ee018cc282747980 c714164174ce3eb9 1a49a091101191el .
total weight: 836
786680d0e46406cb 14440844013274e6 032843203f071b7c 09a840c00cOccc78

4000404a22120005

07220c4202016240 2aa4200a0a041a62 84a468682000601c
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C.4 Best Iterative Differentials for F

Differences w Differences w
.o B18c959b 00186049 eb5b7984 791c6dal .5 0000000100000000 0000000000000000 £77<78b200000404 0000000000000000
|| 67765134 80000400 00000227 52936551 ) || PeTEfeffe013491 0000000000000000 6c07£b4200000001 £f1abSbedeTs00be o s
o 00809a2b bfa98bff cO8b8e89 0000711c =) 0060c54927018000 0000000000000000 0000000000000000 b603£de900000000
< 800027c3 £984eb5b 6d81£f915 b5aaa99d «w b6035caf00000000 0000000000000000 0000000000000000 0000000000000000

C.5 Best Differentials having Equal Columns of weight 44 in F

Differences Differences

80000000 80000000 80000000 80000000 8000000000000000 8000000000000000 8000000000000000 8000000000000000

5., 80000000 80000000 80000000 80000000 5. 8000000000000000 8000000000000000 8000000000000000 8000000000000000
0 0

80000000 80000000 80000000 80000000 8000000000000000 8000000000000000 §000000000000000 8000000000000000

00000000 00000000 00000000 00000000 0000000000000000 0000000000000000 0000000000000000 0000000000000000

00102001 00102001 00102001 00102001 0000102000000001 0000102000000001 0000102000000001 0000102000000001

5, 42624221 42624221 42624221 42624221 5, 4200604002020021 4200604002020021 4200604002020021 4200604002020021
1 1

21010110 21010110 21010110 21010110 a100000001010010 a100000001010010 a100000001010010 a100000001010010

20010110 20010110 20010110 20010110 2000000001010010 2000000001010010 2000000001010010 2000000001010010

D Addenda to Rotational Cryptanalysis

Proof of Lemma 11. After evaluating and simplifying the equation H(x,y) >>
r=H@>>ry>r)weget (zAy)<l)>r=_(z>r)Aly>r) <L
Translating this equation to bit vectors results in

(1'7«,1 A Yr—1,..--,20 A y0707xn72 /\yn727 cey Ly A yr)
== (xr—l A Yr—1,...,20 A Yo, Tp—1 A Yn—1,Tn—2 A Yn—2, - aO)

The probability that those two vectors match is (3/4)2 = 9/16, as a Ab = 0 with
probability 3/4 for bits a and b chosen uniformly at random.

Proof of Lemma 13. The first important observation is that the statement
of this lemma is independent of the function f, as it only makes a claim on
the image of f. Thus it is sufficient to prove the lemma for z >> r = z, where
z = f(x,y) and z or y was fixed.

We identify the indices of an n-bit string by the elements in G := Z/nZ. Let
7:G — G, imodn — (i + 1) mod n. Then 7 obviously generates the cyclic
group G, i.e. ord(7) = n. Moreover, for an arbitrary r € Z we have ord(7") =
n/ ged(r,n), see [26, §§6.2]. In other words, the subgroup H := (r") of G has
order n/ged(r,n). By Lagrange’s theorem we have ord(G) = [G : H] - ord(H)
and it follows for the group index [G : H] = ged(r, n), which corresponds to the
number of (left) cosets of H in G. These cosets contain the indices of a bit string
which are mapped onto each other by a rotation > r. This means that there
are 28°d(") p_bit strings z which satisfy z 3> r = z. Thus the probability, that
an n-bit string z, chosen uniformly at random among all n-bit strings, satisfies
Z2>> r =z is 27 (n—&ed("n)  This proves the lemma.
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