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The majority of the algorithms used to solve hard optimization problems today are pop-
ulation metaheuristics. These methods are often presented under a purely algorithmic
angle, while insisting on the metaphors which led to their design. We propose in this
article to regard population metaheuristics as methods making evolution a probabilistic
sampling of the objective function, either explicitly, implicitly, or directly, via processes
of learning, diversification, and intensification. We present a synthesis of some meta-
heuristics and their functioning seen under this angle, called Adaptive Learning Search.
We discuss how to design metaheuristics following this approach, and propose an imple-
mentation with our Open Metaheuristics framework, along with concrete examples.
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1. Introduction

Optimization problems appear in many fields, as various as identification prob-
lems, supervised learning of neural networks, shortest path problems, etc.
Metaheuristics18 are a family of stochastic optimization algorithms, often applied
to hard combinatorial problems for which no more efficient method is known. They
have the advantage of being generic methods, thus do not require a complex tuning
for each problem, and can be used as a kind of “black boxes”. Recall that, gen-
erally, optimization algorithms search for a point into the search space, so as to
optimize (i.e., minimize or maximize) the objective function (also called fitness or
goal function). Metaheuristics are often divided into two sets:

(1) Algorithms handling a single point, making it evolve towards a solution.
(2) Algorithms handling a population, i.e., a finite set of points, and computing a

new population at each iteration.
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2 Johann DRÉO, Jean-Philippe AUMASSON, Walid TFAILI, Patrick SIARRY

An essential observation is that the population of the second category is a sampling
of the objective function. Although those classes are not disjoint (an algorithm can
belong to both classes, according to the point of view), we only consider population
metaheuristics, which are simply referred as metaheuristics hereafter.

In order to analyze metaheuristics, several formalizations were proposed40,41,10,
following the adaptive memory programming52 concept, which aims at unifying the
population metaheuristics by stressing a common process. Following our previous
observation, we present a new model which considers the population as a proba-
bilistic sampling, and illustrate our approach with a software specially developed,
Open Metaheuristics15. It provides a common framework to all metaheuristics, and
so facilitates their implementation and comparison. This contrasts with general
frameworks55 such as HotFrame21, Templar33 or HSF 14 where metaheuristics are
simply algorithms without a specific structure, and with specific frameworks, such
as Evolving-Objects34, where only one specific metaheuristic structure is considered.

We introduce the preliminary material in Section 2, then we present our model
Adaptive Learning Search in Section 3. Section 4 focuses on the implementation,
presenting the software Open Metaheuristics along with several examples. Section 5
is the conclusion.

2. Fundamental concepts

Metaheuristics share a certain number of properties. An essential one is that they
handle a sampling of the objective function, via common processes. The framework
of adaptive memory programming aims at stressing those processes.

The probabilistic sampling should ideally pick the best solutions with higher
probability. However, in an optimization problem, the effective goal is not to sam-
ple the objective function, but to find the distribution’s optimum. Thus, sampling
must concentrate on the areas of interest, while converging gradually towards the
optimum by means of algorithms. From the point of view of sampling, this conver-
gence is carried out by a progressive fall of dispersion in these areas.

2.1. Adaptive memory programming

Adaptive Memory Programming (AMP) is a common framework to
metaheuristics52, described in Algorithm 1. It stresses out the concepts of mem-
ory, intensification, and diversification. In the literature of evolutionary algorithms,
these two last notions are often replaced by the words exploitation and exploration,
which have a similar meaning.

We briefly detail each element of the AMP framework:

• Memory stands for the information collected by the algorithm on the objective
function distribution. It can be represented either as a simple set of points, or
as more complex structures, like pheromone tracks in ant colony algorithms.
Memory can be defined as global (compared to the problem as a whole) or
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Algorithm 1 AMP framework.
(1) Memorization of a set of solutions, or of a data structure containing the char-

acteristics of the solutions produced by the search.
(2) Construction of a temporary solution based on the data memorized.
(3) Improvement of the solution by an algorithm of local search.
(4) Memorization of the new solution, or of the data structure associated.

inter-individual (a solution relative to another one).
• Intensification exploits the information obtained, in order to improve the current

solutions. This is typically a local search algorithm (for instance with the Nelder-
Mead algorithm43 or a taboo search).

• Diversification aims at collecting new information, by exploring the search
space.

The three components presented are not always clearly distinct, and are strongly
interdependent in an algorithm. An example of metaheuristic that fits well the AMP
model is the method GRASP47.

2.2. Sampling and AMP

In the majority of metaheuristics, the sampling of the objective function is prob-
abilistic (diversification). Ideally, this sampling should be performed with respect
to an approximation of the distribution of the points, so as to locate an area of
interest, and then converge towards the optimum (intensification).

Most of the metaheuristics do not have any a priori information on the distri-
bution, thus implicitely learn it by diversification and intensification, such as ant
colony algorithms, and “classical” metaheuristics. Conversely, some methods use
an approximation of the distribution, and are called explicit methods (see3). For
example, Estimation of Distribution Algorithms37 (EDA) are explicit methods. We
also distinguish the direct methods, using directly the objective function, like the
simulated annealing.

2.3. General scopes

We assisted to several attempts of structuration in the scope of distribution sam-
pling. For instance, Monmarché et al. proposed the model Probabilistic Search Meta-
heuristic 40,41 (PSM), based on the comparison of the algorithms PBIL2,4, BSC 50,
and the ant system algorithm10. The general principle of a PSM method is presented
in Algorithm 2. Notice the relation of this approach with the estimation of distri-
bution algorithms. However, the PSM approach is limited to the use of probability
vectors, while specifying an essential update rule for these vectors.

The EDA’s were presented as evolutionary algorithms, with an explicit
diversification42. They are undoubtedly the algorithms closest to a general scope.
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Algorithm 2 The scope of the PSM method.
Initialize a probability vector p0(x)
Until stopping criteria:

Build m individuals xl
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End

The Iterated Density Evolutionary Algorithms6,7,8 (IDEA) are a generalization of
those, presented in Algorithm 3.

Algorithm 3 The IDEA approach.
Initialize a population P0 of n points
Until stopping criteria:

Memorize the worst point θ

Search an appropriate distribution Di(X) from the population Pi−1

Build a population Oi of m points according to Di(X), with ∀Oj
i ∈ Oi :

f
(
Oj

i

)
< f (θ)

Create a population Pi from a part of Pi−1 and a part of Oi

Evaluate Pi

End

IDEA uses a more general diversification than PSM, while not being limited to a
probability vector as model, but specifying that the search for the best probability
distribution forms an integral part of the algorithm. However, the fall of dispersion
is carried out by selecting the best individuals, no precision on the use of different
intensification principles is given.

3. Adaptive learning search

In this section we present Adaptive Learning Search (ALS), a new framework for
considering the structure of metaheuristics, based on the AMP approach.

3.1. Main processes

Instead of considering only a memorization process, we propose to consider a learn-
ing phase. Indeed, the memory concept is quite static and passive; in a sampling
approach, it suggests that the sample is simply stored, and that the metaheuristic
only takes into account the previous iteration, without considering the whole opti-
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mization process. We emphasize on the fact that the memorized data is not only a
raw input, but provides information on the distribution, and thus on the solutions.

Thereby, we propose to consider three terms to describe the main steps in a
population metaheuristic: learning, diversification and intensification, with respect
to a sampling either explicit, implicit, or direct. An ALS algorithm is thus organized
as presented in Algorithm 4.

Algorithm 4 ALS algorithm.
Initialize a sample;
Iterate until stopping criteria:

Sampling: either explicit, implicit or direct,
Learning: the algorithm extracts information from the sample,
Diversification: it searches for new solutions,
Intensification: it searches to improve the existing sample,
Replace the previous sample with the new one.

End

3.2. Examples

We present several famous metaheuristics under the scope of ALS.

3.2.1. Simulated annealing

The simulated annealing36,9 was created from the analogy between a physical pro-
cess (the annealing) and an optimization problem. As a metaheuristic, it is based on
works simulating the evolution of a solid towards its minimal energetic state39,28.

The classic description of simulated annealing presents it as a probabilistic algo-
rithm, where a point evolves in the search space. The method uses the Metropolis
algorithm, recalled in Algorithm 5, inducing a markovian process1,35. The simulated
annealing, in its usual version (“homogeneous”), calls this method at each iteration.

It is possible to see the simulated annealing as a population algorithm. Indeed,
the Metropolis algorithm directly samples the objective function using a degenerated
parametric Boltzmann distribution (of parameter T ). Hence, one of the essential
parameters is the temperature decrease, for which many laws were proposed53.
There also exists some versions of the simulated annealing more centred on the
handling of a points population 30,56,38,31.

Here, the Metropolis method represents the diversification (coupled with the
learning), while the temperature decrease is controlling the intensification process.
Note that other methods than Metropolis’ may be used11,45.

Algorithm 6 presents a synthesis of the simulated annealing. The learning step is
not present in basic versions, but many existing variants have tried to link the tem-
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Algorithm 5 Sampling with the Metropolis method.
Initialize a starting point x0 and a temperature T

For i = 1 to n:

Until xi accepted

If f (xi) ≤ f (xi−1): accept xi

If f (xi) > f (xi−1): accept xi with a probability e−
f(xi)−f(xi−1)

T

End

End

perature to certain characteristics of the sampling obtained through the Metropolis
method20,44,12. Finally, the simulated annealing is mainly characterized by its direct
sampling of the objective function.

Algorithm 6 ALS model for the simulated annealing.
Sampling: direct.
Learning: relational mechanisms between the set of points and the temperature.
Diversification: sampling of the objective function through the Metropolis

method.
Intensification: temperature decrease.

3.2.2. Evolutionary algorithms

Evolutionary algorithms19 are inspired from the biological process of the adaptation
of alive beings to their environment. The analogy between an optimization problem
and this biological phenomenon has been formalized by several approaches29,22,46,
leading for example to the famous family of genetic algorithms25. The term popu-
lation metaheuristics fits particularly well; following the metaphor, the successive
populations are called generations. A new generation is computed in three stages,
detailed below.

(1) Selection: improves the reproduction ability of the best adapted individuals.
(2) Crossover: produces one or two new individuals from their two parents, while

recombining their characteristics.
(3) Mutation: randomly modifies the characteristics of an individual.

One clearly identifies the third step with the diversification stage, while the first
one stands for the intensification. We interpret the crossover as a learning from
the previous information (i.e. from the ancesters). Several methods50,27,26,5 were
designed for the diversification operators, which emphasize the implicit process of
distribution sampling.
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The ALS modelling of this generic scheme is presented in Algorithm 7.

Algorithm 7 ALS model for evolutionary algorithms.
Sampling: implicit.
Learning: crossover.
Diversification: mutation.
Intensification: selection.

3.2.3. Estimation of distribution algorithms

Estimation of Distribution Algorithms (EDA) were first created as an alternative to
evolutionary algorithms42: the main difference is that crossover and mutation steps
are replaced by the choice of random individuals with respect to an estimated dis-
tribution obtained from the previous populations. The general process is presented
in Algorithm 8.

Algorithm 8 Estimation of distribution algorithm.
D0 ← Randomly generate M individuals.
i = 0
While stopping criteria:

i = i + 1
DSe

i−1 ← Select N ≤M individuals in Di−1 using the selection method.

pi(x) = p
(
x | DSe

i−1

)
← Estimate the probability distribution of the selected

individuals.
Di ← Sample M individuals from pi(x)

End

The main difficulty is how to estimate the distribution; the algorithms used for
this are based on an evaluation of the dependency of the variables, and can belong
to three different categories:

(1) Models without any dependency: the probability distribution is factorized from
univariant independent distributions, over each dimension. That choice has the
defect not to be realistic in case of hard optimization, where a dependency
between variables is often the rule.

(2) Models with bivariant dependency: the probability distribution is factorized
from bivariant distributions. In this case, the learning of distribution can be
extended to the notion of structure.

(3) Models with multiple dependencies: the factorization of the probability distri-
bution is obtained from statistics with an order higher than two.
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For continuous problems, the distribution model is often based on a normal distri-
bution.

Some important variants were proposed, using for example “data clustering”
for multimodal optimization, parallel variants for discrete problems (see37). Con-
vergence theorems were also formulated, in particular with modeling by Markov
chains, or dynamic systems.

We model the EDA algorithms in the ALS scope in Algorithm 9.

Algorithm 9 ALS model for estimation of distribution algorithms.
Using an explicit sampling.
Learning: extraction of the parameters of an explicit distribution;
Diversification: sampling of the distribution;
Intensification: selection.

3.3. Implementing metaheuristics

The ALS concept can be used as a tool for implementing several metaheuristics in
a common framework. This approach permits to reuse common code and facilitates
implementation, by focusing on the original parts of an algorithm. Thus we have
chosen to separate the implementation of the ALS concept from the implementation
of the metaheuristics theirselves.

In order to maximize the factorization of the code, an object oriented language
is suitable. Some modelling languages, such as the UML language49, also help to
describe the sketch concepts handled. Additionally, design patterns provide generic
solutions for common problems in software design, they became popular in the
90’s24, and are now commonly used for most of projects implemented with oriented
object languages, like Java or C++.

In order to implement the ALS approach, we can use a common pattern, namely
the Template Method pattern. This method is a quite simple behavioral pattern, it
only consists in defining the skeleton of an algorithm, in terms of sketch methods
for common operations, while allowing subclasses to define particular steps of the
algorithm. It can be used for the metaheuristics classes (see Figure 1), which need
to share basic attributes or methods (sample, output, etc.) but will implement dif-
ferently common methods (mainly diversification, intensification and learning) that
will be called by the main procedure. Additionally, this pattern permits to define
methods for some steps of the algorithm that are specific to a given metaheuristic.
One of the advantages of this pattern is to force the use of a common interface for
all metaheuristics, thus facilitating their manipulation23.

Implementing metaheuristics through an ALS approach can facilitate compre-
hension and comparison of several algorithms. Indeed, as they are structured over
the three main steps and a sample, one can compare the evolution of this sample
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Fig. 1. UML diagram of the template pattern, used to implement a metaheuristic as an ALS.

through these steps, and not only through iterations.
One of the advantages of implementing different metaheuristics in a common

framework is to reduce the implementation differences, thus facilitating the com-
parison of two algorithms.

4. Implementation in the Open Metaheuristics framework

We implemented the ALS approach in a framework called Open Metaheuristics15

(oMetah), a project under the LGPL licence.

4.1. Algorithms, problems and communication layers

In order to separate the implementation of metaheuristics from the implementation
of problems, we have designed the project around three components:

• metaheuristics,
• problems,
• communication layers.

As shown on Figure 2, metaheuristics and problems communicate through a
client/server abstraction module. This permits to easily interface implemented prob-
lems and algorithms, but also external problems with existing metaheuristics. In-
deed, such an approach can help interfacing oMetah objects with another software.
For example, if a problem is only available as a command line binary software, one
can use a communication protocol using a temporary file where results are written,
a network protocol can also be used. Such an approach is used in several general
frameworks, but in a static link way, whereas we prefer a client/server way, more
generalized and flexible.

In order to handle the different object types, we use an abstraction of a set of
objects (see Figure 3). Thanks to this class and to the abstract factory pattern,
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Fig. 2. UML diagram of relationships between metaheuristics and problems in oMetah.

Fig. 3. UML diagram of the set class.

it is possible to manipulate several objects sharing a common interface. This class
can be used to connect several metaheuristics with several problems through several
communication protocols.

4.2. The metaheuristic base class

Each new metaheuristic must inherit from a base class, which contains tools to build
it and manages its interface. The most important method in this base class is the
start function, depicted in Algorithm 10, which is used to start the optimization
process. Basically, it iterates through the three steps, and output the sample, until a
stopping criterion is reached. Virtual methods are provided for additional processes
at the beginning or at the end of the optimization.

4.3. Examples of implementations

Implementing a search algorithm in oMetah is rather simple: defining the three
steps (learning, diversification and intensification) is sufficient. Currently, several
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Algorithm 10 Implementation of the start method for the metaheuristic base class.
void itsMetaheuristic::start() {

// an initialization step before performing the optimization
initialization();

// while no stopping criterion reached
while( !isStoppingCriteria() ) {

learning(); // Learning phase
outputSample();

diversification(); // Diversification phase
outputSample();

intensification(); // Intensification phase
outputSample();

// one more iteration
iterationsCurrent++;

}
// an ending step, if necessary
end();

}

algorithms have been implemented:

• random and exhaustive search,
• Nelder-Mead search,
• genetic algorithms,
• ant colony algorithms,
• estimation of distribution algorithms,
• simulated annealing.

We present three examples of implementations in the following sections.

4.3.1. Random search

As a very simple illustration of implementation, we give in Algorithm 11 the imple-
mentation of a pure random search, using an uniform distribution. This example
demonstrates the definition of the three steps, the class used for points (solution
vector and solution value) and some of the common methods, such as the call for
the objective function.

4.3.2. Estimation of distribution

As a more complex illustration, Algorithm 12 implements a simple EDA, using a
multi-normal probability density function (PDF) as a learning basis. We comment
the three steps below.

(1) The aim of the learning step is to extract the parameters (namely the mean
vector and the variance-covariance matrix) of a multi-normal PDF from the
sample.
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Algorithm 11 Implementation of a simple random search with oMetah.
void itsRandom::learning() { // No learning. }

void itsRandom::diversification() {
// draw each point in an hyper cube
for( unsigned int i=0; i < getSampleSize(); i++) {
itsPoint p;

p.setSolution(

randomUniform(

getProblem()->boundsMinima(),

getProblem()->boundsMaxima()

)

);

setSample[i]( evaluate(p) ); // call for the problem
}
}

void itsRandom::intensification() { // No intensification. }

(2) At the diversification step, one draws a new sample according to the parameters.
(3) The intensification step selects the best points.

4.3.3. Interface to other frameworks

The high-level structure of Open Metaheuristics permits algorithms written with
other frameworks to be embedded. As an example, we provide an interface to the
Evolving-Objects (EO) framework34. This framework is dedicated to evolutionary
computing, and uses a component-based approach. Algorithm 13 shows the skeleton
of the interface, implemented as a wrapper, to the canonic genetic algorithm (re-
ferred as SGA in EO). The attributes types starting with eo are specific to the EO
framework. The two methods sampleToPop and popToSample are used to convert
the oMetah sample to the EO “population”, and conversely.

4.4. Manipulating objects

The objects (metaheuristics, problems and communication layers) in oMetah can be
easily manipulated through the abstract factory pattern. Abstract factory belongs
to the class of creation design patterns, which deal with object creation in an object
oriented language. It provides an easy way to create objects sharing common prop-
erties – in fact they will have the same parent class – but one has not to explicitly
specify which classes. In a simple way, one will define one abstract factory, as an
instance of an abstract class, that will be used to create instances of derived classes,
via their own factories23.

For example, an abstract factory for the problems would allow to create instances
of specific metaheuristics, so as to, for example, add them to a specific set, by using
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Algorithm 12 Implementation of an estimation of distribution algorithm.
void itsEDA::learning(){

// mean vector
this->parameterNormalMean = mean( this->getSample() );

// variance covariance matrix
this->parameterNormalVarCovar = varianceCovariance( this->getSample() );

}
void itsEDA::diversification() {

// draw each point in a multi-normal PDF
for( unsigned int i=0; i < getSampleSize(); i++) {

itsPoint p;

// draw according to parameters
vector<double> sol = randomNormalMulti(this->parameterNormalMean,

this->parameterNormalVarCovar);

// uniform PDF used if out of bounds
for(unsigned int i=0; i < this->getProblem()->getDimension(); i++) {

if( sol[i] < this->getProblem()->boundsMinima()[i] ||

sol[i] > this->getProblem()->boundsMaxima()[i] ) {
sol = randomUniform( this->getProblem()->boundsMinima(),

this->getProblem()->boundsMaxima() );

}
}
p.setSolution(sol);

sample[i] = evaluate(p); // call for the problem
}

}
void itsEDA::intensification(){

// Select the best points
setSample( selectOnValues( getSample(), selectNumber ) );

}

the same interface for all. One only has to define a subclass of the metaheuristic
factory for each metaheuristic that we program (see Figure 4). As a result, one
has not to specify the type of objects wanted, it even remains unknown, and the
programmer can easily change it by modifying the factory creating method.

Fig. 4. UML diagram of the abstract factory pattern, used to manipulate metaheuristics imple-
mentations.
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Algorithm 13 Skeleton of the header of an interface to the EO framework.
// oMetah uses real parameters
typedef eoReal<eoMinimizingFitness> EOType;

class itsEOInterface : public itsMetaheuristic {
// EO data structures
eoPop<EOType> * eoOffspring;

eoPop<EOType> * eoPopulation;

// EO operators and their parameters
eoSelectOne<EOType> * eoSelect; // selection
eoQuadOp<EOType> * eoCross; // crossover
float eoCrossRate;

eoMonOp<EOType> * eoMutate; // mutation
float eoMutateRate;

void learning() {
sampleToPop();

/* use the crossover operator for a finite set of point pairs... */
popToSample();

}
void diversification() {

sampleToPop();

/* use the mutation operator on each point... */
popToSample();

}
void intensification() {

sampleToPop();

/* use the replacement operator... */
/* use the selection operator... */
popToSample();

evaluate();

}
// The constructor takes instances of EO operators as arguments
itsEOInterface( eoPop< EOType > * pop, eoSelectOne<EOType> * select,

eoQuadOp<EOType> * cross, float cross rate, eoMonOp<EOType> * mutate,

float mutate rate )

: itsMetaheuristic(), eoPopulation( pop ), eoSelect( select ), eoCross(

cross ), eoCrossRate( cross rate), eoMutate( mutate ), eoMutateRate(

mutate rate )

{ }
// Convert the eoPop of EOType individuals to the oMetah sample
void popToSample() { /* ... */ }
// Convert the oMetah sample to the eoPop of EOType
void sampleToPop() { /* ... */ }
};

4.5. Using the library

4.5.1. Results output

In order to facilitate the study of metaheuristics behavior, one needs to know as
much information as possible. An access to the state of a metaheuristic at each
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iteration is thus crucial. In the ALS approach, this state is illustrated by the sample,
modified at each step of an iteration.

To achieve this goal, a structured output format is useful. We proposed an
XML (eXtensible Markup Language) file format, gathering all information of an
optimization session (see Figure 5). The advantages of such an approach is that one
can easily extract information from the files. As XML is extensible, one can also add
a new representation of information. For example, one can add a specific structure
to represent a solution (like a tree or a more complex representation) or add the
values of the metaheuristics parameters at each iteration (when the algorithm is
dynamic, for example). In a XML document, this unpredicted addition will not
disturb the possibility of extracting other information.

<optimization>
<iteration id="0">
<step class="start">
<sample>
<point><values>0.705915</values><solution>0.840188</solution></point>
<point><values>0.155538</values><solution>0.394383</solution></point>

</sample>
</step>
<evaluations>4</evaluations>

</iteration>
<iteration id="1">
<step class="learning">
<sample>
<point><values>0.705915</values><solution>0.840188</solution></point>
<point><values>0.155538</values><solution>0.394383</solution></point>

</sample>
</step>
<step class="diversification">
<sample>
<point><values>0.0771588</values><solution>0.277775</solution></point>

</sample>
</step>
<step class="intensification">
<sample>
<point><values>0.0348113</values><solution>0.186578</solution></point>

</sample>
</step>
<evaluations>7</evaluations>

</iteration>
<optimum>
<point><values>0.0348113</values><solution>0.186578</solution></point>

</optimum>
</optimization>

Fig. 5. Simple example of the oMetah output format for the optimization results. The algorithm
used is a simple EDA, using a sample of 2 points and optimizing the well known Sphere continuous
problem, in one dimension.

Open Metaheuristics also proposes a set of tags to include information about the
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algorithm and the problem used to generate the results. This information, included
in the header of the XML file, are especially useful for verifying and reproducing
experiments.

4.5.2. Tests automation

We worked out a set of tools (called oMetah Lab) for the tests automation. It permits
to run metaheuristics, to manage the data storage and to synthetize results.

This test suite is written in the Python programming language, and consists
of two components: the test and the stats modules. The test module aims at
running a given metaheuristic on a given problem, several times. The role of the
stats module is to read the XML data, outputs graphics and tables, and to syn-
thetize the results in a report. An example of automated script for the comparison
of two metaheuristics is given in Algorithm 14. The stats module permits to choose
between a set of plugins, each one handling a different output.

Algorithm 14 Example of a test session for oMetah Lab. The script runs 10 times
an EDA and a random algorithm, on the Rosenbrock problem with 2 variables, and
outputs all the available graphics in a HTML report.
import ometahtest

import ometahstats

path = ’./ometah’

# Number of runs to calculate
runs = 10

u = ometahtest.Test(path,’-s 10 -i 10 -e 100 -p Rosenbrock -d 2 -m

CEDA’,runs)

u.start()

v = ometahtest.Test(path,’-s 10 -i 10 -e 100 -p Rosenbrock -d 2 -m

RA’,runs)

v.start()

# calculate all graphics and generate a HTML report
ometahstats.process(paths, ’all’,’html’)

4.5.3. Graphical output

Knowing the state of the sample permits to calculate the distribution of the points
at each iteration or step, as shown on Figure 6, or the distributions of optimums,
as shown in Figure 7. With the knowledge of these distributions, one can also
rigorously compare them through a non-parametric statistical significance test, like
a Mann-Whitney-Wilcoxon one, as recommended by Taillard51. One can also plot
the optimums found in the solution space, as shown on Figure 8.
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Fig. 6. Distribution of the sample on the values space for an Estimation of Distribution
Algorithm6 optimizing the Rosenbrock objective function13 with two dimensions. The distribu-
tions are obtained for each iteration, at the intensification step, through 50 runs, with a sample of
10 points, limited by 100 evaluations of the problem. Box plots are showing the median, quartiles,
minimum and maximum, the whiskers size is limited at 1.5 times the inter-quartiles distance.

4.5.4. Application

Open Metaheuristics has been successfully used to solve an optimization problem
in medical imaging17,16: we employed optimization techniques for registration of
retinal angiograms (registration is an important tool for solving many medical image
analysis problems). Many common minimization strategies have been applied to
image registration problems48,32, but metaheuristics have shown interesting results,
especially for high resolution difficult registration problems.

The key feature, in this application, was the ability to implement the problem in
a very simple manner, using the template pattern. Indeed, the separation between
metaheuristics, communication layer and problems permits to focus on the imple-
mentation of a single class, all the other processes being managed by the framework.

The implementation of the imaging part was tackled with the CImg54 template
library. Algorithm 15 shows the skeleton of the problem header. The main method
is the virtual objectiveFunction, which takes a point as an argument, and re-
turns the same point, with its value updated. The mandatory attributes, fixing the
problem bounds, are set up by the constructor.

Once the problem implemented, it is easy to optimize it with the available meta-
heuristics, and benefit of the automated data processing. Figure 9 shows examples
of graphics directly produced by Ometah. The source code is available online, in
the registration module of the Open Metaheuristic project15, and the details of the
problem are presented in two publications17,16.
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Fig. 7. Distribution of the sample on the values space for an Estimation of Distribution Algorithm
(CEDA) and a Random Search (RA) optimizing the Rosenbrock objective function with two
dimensions. The distributions are obtained for each iteration, at the intensification step, through
50 runs, with a sample of 10 points, limited by 100 evaluations of the problem.

Algorithm 15 Skeleton of a registration problem using the CImg imaging library
// The class inherits from the oMetah problem base class
class itsRegistration : public itsProblem

{
public:

// The first image, a CImg type
CImg<unsigned char> img1;

// The second image, to register
CImg<unsigned char> img2;

// The objective function computes the similarity
itsPoint objectiveFunction(itsPoint point);

// Constructor
itsRegistration();

}

5. Conclusion

We have shown that population metaheuristics can be viewed as algorithms handling
a probabilistic sampling of a probability distribution, representing the objective
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Fig. 8. Distribution on the solutions space of the optima found by a simple Random Search on
the Rosenbrock problem with two dimensions. The optima are obtained through 50 runs, with a
sample of 10 points, limited by 100 evaluations of the problem. The density is estimated with a
two-dimensional kernel density method, with an axis-aligned bivariate normal kernel.

function of an optimization problem. These algorithms are iteratively manipulating
the sample thanks to three processes: learning, intensification and diversification.
These metaheuristics can thus be viewed as adaptive learning search algorithms.

The ALS approach can be used to implement metaheuristics, thus facilitat-
ing their design and analysis. Indeed, implementing a metaheuristic in the ALS
framework consists in implementing the three main steps. As this simplifies the
implementation, the metaheuristics can be more easily compared and studied.

The ALS framework is implemented in the Open Metaheuristics library. This
project proposes a XML format for structuring the output of metaheuristics, in order
to facilitate the comparison between these optimization algorithms. Moreover, the
link between metaheuristics and problems can be handled by several communication
protocols, permitting to connect external problems and/or optimizers with internal
ones.
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